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order to apply this background for obtaining the modulus of metric regularity of the asso-
ciated inverse multifunction, we have to analyze the stable behavior of this inverse map-
ping. In our semi-infinite framework this analysis entails some specific technical difficulties.
We also provide a new expression of a global variational nature for the referred regularity
modulus.
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1 Introduction

This paper is in the line of some recent developments devoted to use variational tools to
quantify the Lipschitz behavior of optimization problems. We appeal to Ekeland’s variational
principle and some subdifferential calculus related to the metric regularity property, traced
out from Ioffe [7,8], to quantify the Lipschitz behavior of the optimal solutions set in convex
semi-infinite optimization. Several authors have devoted a notable effort to analyze different
notions and general tools related to metric regularity. See, for instance, Azé, Corvellec, and
Lucchetti [1], Dontchev, Lewis and Rockafellar [3], Henrion and Klatte [6], Ioffe [7,8],
and Klatte and Kummer [9], among others. See also Mordukhovich [10] and Rockafellar and
Wets [12] for a comprehensive overview on variational analysis.

Our aim is to quantify the Lipschitz behavior of the optimal set of the canonically perturbed
convex programming problem, in R

n,

P(c, b) : Inf f (x)+ 〈c, x〉
s. t. gt (x) ≤ bt , t ∈ T , (1)

where x ∈ R
n is the vector of decision variables, c ∈ R

n, 〈., .〉 represents the usual inner
product in R

n, T is a compact metric index space (this assumption covers the case in which
T is a finite set), b ∈ C (T ,R), i.e., t �→ bt is continuous on T , and f, gt : R

n → R, t ∈ T ,
are given convex functions such that t �→ gt (x) is continuous on T for each x ∈ R

n. In this
case [11, Thm. 10.7] ensures that (t, x) �→ gt (x) is continuous on T × R

n. In our setting
the pair (c, b) ∈ R

n × C(T ,R) is regarded as the parameter to be perturbed. Sometimes we
appeal to the constraint system of P(c, b), which will be denoted by σ (b); i.e.,

σ (b) := {gt (x) ≤ bt , t ∈ T } .
The parameter space R

n × C(T ,R) is endowed with the norm

‖(c, b)‖ := max {‖c‖ , ‖b‖∞} , (2)

where R
n is equipped with any given norm ‖·‖ and ‖b‖∞ := maxt∈T |bt |. The correspond-

ing dual norm in R
n is given by ‖u‖∗ := max {〈u, x〉 | ‖x‖ ≤ 1}, and d∗ denotes the related

distance.
Associated with the parametric family of problems P(c, b), we consider the feasible set

mapping, F : C(T ,R) ⇒ R
n, which assigns to each b ∈ C(T ,R) the feasible set of σ (b),

F (b) := {
x ∈ R

n | gt (x) ≤ bt , t ∈ T }
,

and the optimal set mapping, F∗ : R
n × C(T ,R) ⇒ R

n, assigning to each parameter
(c, b) ∈ R

n × C(T ,R) the optimal set of P(c, b); i.e.,

F∗(c, b) := arg min {f (x)+ 〈c, x〉 | x ∈ F (b)} .
We also consider the inverse multifunction

G∗ := (F∗)−1
,

given by
(c, b) ∈ G∗(x) ⇔ x ∈ F∗(c, b).

Our analysis is focused on the metric regularity of G∗ at a given point
(
x,

(
c, b

)) ∈
gph (G∗) (the graph of G∗), that is the existence of a constant κ ≥ 0 and associated neigh-
borhoods U of x and V of

(
c, b

)
such that
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d
(
x,F∗(c, b)

) ≤ κd(c, b),G∗(x)), (3)

for all x ∈ U and all (c, b) ∈ V , where, as usual, d(x,∅) = +∞.
Lipschitz properties of a set-valued mapping are known to be equivalent to certain reg-

ularity notions of its inverse (see for instance [9] and references therein). In particular the
metric regularity of G∗ at

(
x,

(
c, b

)) ∈ gph (G∗) is equivalent to the so-called Aubin property
(also called pseudo-Lipschitz) of F∗ at

(
(c, b), x

) ∈ gph (F∗). Moreover, in our context of
problems (1) the Aubin property of F∗ at

(
(c, b), x

)
turns out to be equivalent to the strong

Lipschitz stability of F∗ at this point (see Lemma 5 in [2]); that is, to local single-valuedness
and Lipschitz continuity of F∗ near

(
c̄, b̄

)
.

Specifically, this paper is devoted to characterize the infimum of (Lipschitz) constants
κ satisfying (3) for some associated neighborhoods U and V , which is called modulus- or
rate- of metric regularity (also regularity modulus) of G∗ at

(
x,

(
c, b

)) ∈ gph (G∗), and it is
denoted by regG∗ (

x̄ | (
c̄, b̄

))
. The relevance of this notion is emphasized through the fact

that the distance in the right hand side of (3) is usually easier to compute or estimate than
the left hand side distance. We use the convention regG∗ (

x̄ | (
c̄, b̄

)) = +∞ when G∗ is not
metrically regular at

(
x,

(
c, b

))
. Having the previous comments in mind, it is clear that this

regularity modulus coincides with the Lipschitz modulus of F∗ at the nominal parameter,
i.e.,

regG∗ (
x̄ | (

c̄, b̄
)) = lipF∗ (

c̄, b̄
) := lim sup

(c,b),(̃c,̃b)→(c,b)

(c,b)�=(̃c,̃b)

∥
∥x(c, b)− x(̃c, b̃)

∥
∥

∥
∥(c, b)− (̃c, b̃)

∥
∥ , (4)

where x(c, b) represents the unique optimal solution of P(c, b) (i.e., F∗(c, b) = {x(c, b))}
for (c, b) close enough to (c, b)). Here “lim sup” is understood, as usual, as the supremum
of all possible “sequential lim supr→+∞”.

At this point we summarize the structure of the paper. Section 2 presents some preliminary
results, including the version of Ekeland’s variational principle used in the paper and some
concepts from subdifferential calculus. Section 3 analyzes some stability properties of G∗ in
order to guarantee the applicability of Theorem 1 in Sect. 2 (traced out from Ioffe [8]). In
Sect. 4 we apply this theorem and also provide new expressions for the regularity modulus
by using the referred variational tools.

2 Preliminaries

In this section we provide further notation and some preliminary results. Given ∅ �= X ⊂ R
k ,

k ∈ N, we denote by cone (X) the conical convex hull ofX. It is assumed that cone (X) always
contains the zero-vector, 0k , and so cone(∅) = {0k}. If y is a point in any metric space, we
denote by Bδ(y) the open ball centered at y with radius δ, whereas the corresponding closed
ball is represented by Bδ(y).

Given a consistent system σ (b), for any x ∈ F (b), we consider

Tb(x) := {t ∈ T | gt (x) = bt } and Ab(x) := cone
(∪t∈Tb(x) (−∂gt (x))

)
,

where, for all t , ∂gt (x) represents the ordinary subdifferential of the convex function
gt at x.

Our system σ (b) satisfies the Slater constraint qualification (SCQ) if Tb(x0) is empty for
some feasible point x0, in which case x0 is called a Slater point of σ (b).

At this moment we recall the well-known Karush-Kuhn-Tucker optimality conditions:
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Lemma 1 (see [5, Ch. 7]) Let (c, b) ∈ R
n × C(T ,R) and x ∈ F (b). If

(c + ∂f (x)) ∩ Ab(x) �= ∅
then x ∈ F∗(c, b). The converse holds when σ (b) satisfies the SCQ.

It is obvious from (3) that the metric regularity of G∗ at
(
x,

(
c, b

)) ∈ gph (G∗) entails SCQ
for σ(b). In [2], a sufficient condition for the metric regularity of G∗ is provided in terms of
the nominal problem’s data. Throughout the paper we appeal to the following result, already
announced in Sect. 1:

Proposition 1 [2, Thm. 10 and Lem. 5] For the convex program (1), G∗ is metrically regular
at

(
x,

(
c, b

)) ∈ gph (G∗) if and only if F∗ is single-valued and Lipschitz continuous in a
neighborhood of

(
c̄, b̄

)
.

The following proposition states Ekeland’s variational principle in the way it is used in
the paper.

Proposition 2 Let f : R
n → R∪ {+∞} be a proper lower semicontinuous function bounded

from below, and let x and ε > 0 be such that f (x) < inf
Rn
f + ε. Then, for every δ > 0, there

exists a point z ∈ Bε/δ(x) with f (z) ≤ f (x) and

f (z) < f (y)+ δ ‖y − z‖ , for every y �= z,

i.e., z is a strict global minimum of the perturbed function f + δ ‖· − z‖.

We shall use the following notions of general derivatives:

Definition 1 Consider a function f : R
n → R ∪ {+∞} and a point z ∈ R

n with f (z) finite.
(a) [4] The strong slope of f at z ∈ R

n is given by

|∇f | (z) := lim sup
y→z
y �=z

(f (z)− f (y))+

‖z− y‖ ,

where α+ := max {α, 0} is the positive part of α.
(b) [12, Defs. 8.1 and 8.3, and Exa. 8.4] Given w ∈ R

n, the (lower) subderivative of f at
z for w is defined by

df (z)(w) := lim inf
τ↘0, w′→w

f
(
z+ τw′) − f (z)

τ
,

and a vector v ∈ R
n is called a regular subgradient of f at z, written v ∈ ∂̂f (z), if

df (z)(w) ≥ 〈v,w〉 for all w ∈ R
n.

The regular subdifferential ∂̂f (z) is a closed convex subset. If, in addition, f is lower
semicontinuous, then, according to [7, Prop. 3 in p. 546], we have

inf
z∈U |∇f | (z) = inf

z∈U d∗(0n, ∂̂f (z)), (5)

for any open set U ⊂ R
n. Finally, if f is a proper convex function, then, according to [12,

Prop. 8.12], ∂̂f (z) coincides with the ordinary subdifferential set in convex analysis, denoted
by ∂f (z),

∂̂f (z) = ∂f (z) := {v ∈ R
n | f (x) ≥ f (z)+ 〈v, x − z〉 for all x}.

The next key result will lead to different expressions of the regularity modulus of G∗, as
we show in Sect. 4.
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Theorem 1 [8, Thm. 2.2] Let Y be a Banach space and let F : R
n ⇒ Y be a set-valued

mapping with a nonempty closed graph. Let (x, y) ∈ gph (F ) and assume that the functions

ψy := d (y, F (·))
are lower semicontinuous for all y in a neighborhood of y. Then

regF (x | y) = lim sup
(x,y)→(x,y)
y /∈F(x)

(∣∣∇ψy
∣
∣ (x)

)−1 = lim sup
(x,y)→(x,y)
y /∈F(x)

(
d∗(0n, ∂̂ψy(x))

)−1
.

The second equality comes straightforwardly from (5).

3 Stability of G∗

In order to apply Theorem 1 to G∗ at a given point
(
x,

(
c, b

))
of its graph, we have to solve

some technical problems to guarantee the fulfillment of the hypotheses of that theorem. This
leads us to analyze the behavior of G∗ in relation to some stability properties.

The following example shows that, in general, gph (G∗) is not closed.

Example 1 Consider the linear optimization problem, in R,

P(c, b) : Inf cx
s. t. tx ≤ bt , t ∈ T := [0, 1] .

For each r = 2, 3, . . ., let xr = −1, cr = −1 and br be the piecewise affine function deter-
mined by br0 = 1/r , br1/r = −1/r , br2/r = 0, and br1 = 0. Obviously {(xr , (cr , br ))}r≥2

converges to
(
x,

(
c, b

)) := (−1, (−1, 0T )), where 0T denotes the zero function on T . The
reader can check that, for all r , F (br ) = ]−∞,−1] and, consequently, F∗ (cr , br ) = {−1};
i.e., (xr , (cr , br )) ∈ gph (G∗). However,

(
x,

(
c, b

))
/∈ gph (G∗), since F∗ (

c, b
) = {0}.

The main fact behind Example 1 is that the “limit constraint system” σ
(
b
)

does not satisfy
SCQ. Observe that σ (br) does satisfy SCQ for all r . In this section we show that a closed
graph may be obtained by intersecting the images of G∗ with an appropriate neighborhood,
V , of

(
c, b

)
. In order to apply Theorem 1, the choice of this neighborhood turns out to

be crucial for establishing, not only the closedness of gph (G∗ (·) ∩ V ), but also the lower
semicontinuity of the associated distance functions d ((c, b),G∗ (·) ∩ V ) for (c, b) close to(
c, b

)
.

From now on assume that σ
(
b
)

satisfies SCQ, and consider x0 ∈ R
n and ρ > 0 such that

gt
(
x0) ≤ bt − 2ρ for all t ∈ T .

We define
W := {

b ∈ C (T ,R) | bt ≥ gt
(
x0) + ρ for all t ∈ T }

. (6)

Note that, W is a closed neighborhood of b containing Bρ
(
b
)
. Define

V := R
n ×W, (7)

and introduce the mapping G∗
V : R

n ⇒ R
n × C (T ,R) given by

G∗
V (x) := G∗(x) ∩ V. (8)

Sometimes along the paper we appeal to the following technical lemma:
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Lemma 2 Let {(xr , (cr , br ))}r∈N ⊂ gph(G∗
V ) be a sequence such that {xr } and {cr } con-

verge, respectively, to certain x and c in R
n. For each r ∈ N let us write (according to KKT

conditions and taking Caratheodory’s theorem into account)

cr + ur =
n∑

i=1

λri u
r
i , (9)

where, for all r ∈ N and all i ∈ {1, . . . , n},
ur ∈ ∂f (

xr
)
, uri ∈ −∂gtri

(
xr

)
for some t ri ∈ Tbr

(
xr

)
, and λri ≥ 0. (10)

Then there exists a subsequence of r’s (denoted as the original sequence for the sake of
simplicity) such that

ur → u, uri → ui, t
r
i → ti , and λri → λi, i = 1, . . . , n, (11)

for certain
u ∈ ∂f (x), ui ∈ −∂gti (x), ti ∈ T , and λi ≥ 0, (12)

verifying

c + u =
n∑

i=1

λiui . (13)

If, moreover, {br } converges to a certain b ∈ W , then

ti ∈ Tb(x) for i = 1, . . . , n, and (c, b) ∈ G∗
V (x). (14)

Remark before the proof. Since br ∈ W , the system σ(br) satisfies SCQ.

Proof Along the proof, all the subsequences (corresponding to a successive filtering) will be
indexed by r ∈ N. The compactness of T entails, for some subsequence of r’s, t ri → ti , for
some ti ∈ T , i = 1, . . . , n. From [11, Thms. 23.2 and 23.4], all the subdifferentials involved
are compact (note that f and gt ’s in (1) are finite convex functions on R

n). Thus, taking the
continuity of the function (t, x) �−→ gt (x) into account, [11, Thm. 24.5] yields, for a new
subsequence of r’s, ur → u and uri → ui for some u ∈ ∂f (x), ui ∈ −∂gti (x), i = 1, . . . , n.

Next we see that
{∑n

i=1 λ
r
i

}
r∈N

must be bounded (which constitutes a Gauvin’s type
result). Otherwise, set γr := ∑n

i=1 λ
r
i . Since each

{
λri /γr

}
r∈N

is bounded, we may assume
(by taking suitable subsequences) λri /γr → βi ≥ 0, for i = 1, . . . , n, with

∑n
i=1 βi = 1.

Then, dividing both sides of (9) by γr and letting r → +∞, we obtain

0n = 
ni=1βiui . (15)

Moreover, from (6) and (10) we have, for each r , recalling gtri (x
r ) = br

tri
,

〈
uri , x

0 − xr
〉 ≤ gtri

(
x0) − gtri

(
xr

) ≤ −ρ,
and then, letting r → +∞, 〈

ui, x
0 − x

〉 ≤ −ρ.
Consequently, appealing to (15),

0 = 〈

ni=1βiui, x

0 − x
〉 ≤ (


ni=1βi
)
(−ρ) = −ρ,

which is clearly a contradiction.
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Once we have established the boundedness of
{∑n

i=1 λ
r
i

}
r∈N

, we may assume, for a
suitable subsequence of r’s, that each

{
λri

}
r∈N

converges to certain λi ≥ 0, for i = 1, . . . , n,
and (13) holds.

Moreover, if {br } converges to b ∈ C (T ,R), then (14) follows from the fact that t ri ∈
Tbr (x

r ) for all r , together with (13). ��
Next we introduce the distance functions fc,b : R

n → [0,+∞], where (c, b) ∈ V , given
by

fc,b(x) := d
(
(c, b),G∗

V (x)
)
. (16)

The following theorem enables us to apply Theorem 1 to G∗
V .

Theorem 2 Let
(
x,

(
c, b

)) ∈ gph(G∗) be such that gt
(
x0

) ≤ bt − 2ρ for all t ∈ T and
certain x0 ∈ R

n and ρ > 0. Let V be defined as in (7), and consider G∗
V given by (8). Then

(i) gph(G∗
V ) is closed;

(ii) fc,b is finite-valued and lower semicontinuous on R
n for all (c, b) ∈ V .

Proof (i) Let {(xr , (cr , br ))}r∈N ⊂ gph(G∗
V ) converging to (x, (c, b)) ∈ R

n × V (recall that
V is closed). Then, Lemma 2 entails (x, (c, b)) ∈ gph(G∗

V ).
(ii) To begin with, note that, for every x ∈ R

n, (̂c, b̂) ∈ G∗
V (x), with

ĉ ∈ −∂f (x) and b̂t := max
{
gt (x), gt

(
x0) + ρ

}
, t ∈ T .

Then, fc,b(x) ≤ d((c, b), (̂cn, b̂)) < +∞.
Assume, reasoning by contradiction, that, for some (c, b) ∈ V , fc,b fails to be lower semi-

continuous at certain x̃ ∈ R
n. Then, there will exist positive scalars α and β and a certain

sequence {xr }r∈N ⊂ R
n converging to x̃ such that

fc,b(x
r ) < α < β < fc,b(̃x), for all r ∈ N.

Thus, for each r , there exists (cr , br ) ∈ G∗
V (x

r ) satisfying

fc,b(x
r ) ≤ d((c, b), (cr , br )) < α. (17)

We may assume w.l.o.g. that {cr }r∈N converges to some c̃ since ‖cr − c‖ < α for all
r ∈ N.

We proceed by constructing a suitable b̃ ∈ W such that

(̃c, b̃) ∈ G∗
V (̃x) and d((c, b), (̃c, b̃)) ≤ β, (18)

leading to the contradiction

fc,b(̃x) ≤ d((c, b), (̃c, b̃)) ≤ β < fc,b(̃x).

To do this, we apply Lemma 2 to the sequence {(xr , (cr , br ))}r∈N ⊂ gph(G∗
V ), and consider

the associated Tbr (xr ) � t ri → ti ∈ T , for i = 1, . . . , n, as well as

u ∈ ∂f (̃x), ui ∈ −∂gti (̃x), and λi ≥ 0, i = 1, . . . , n,

such that

c̃ + u =
n∑

i=1

λiui . (19)

Next we show that ∣
∣bti − gti (̃x)

∣
∣ ≤ α, for i = 1, . . . , n. (20)
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In fact, we have, for each i = 1, . . . , n and each r ∈ N, and due to (17),
∣
∣
∣btri − gtri

(
xr

)∣∣
∣ =

∣
∣
∣btri − brtri

∣
∣
∣ ≤ ∥

∥b − br
∥
∥∞

≤ d((c, b), (cr , br )) < α.

Letting r → ∞, taking the continuity of the function (t, x) �−→ gt (x) into account, we
obtain (20).

Next, we apply Urysohn’s lemma to conclude the existence of ϕ ∈ C (T , [0, 1]) such that

ϕ (t) =
{

1 if t ∈ {t1, . . . , tn},
0 if |bt − gt (̃x)| ≥ β.

In the case when the latter set is empty we may take ϕ ≡ 1. Note that, according to (20),
{t1, . . . , tn} and {t ∈ T : |bt − gt (̃x)| ≥ β} are closed disjoint subsets of T .

Define, for each t ∈ T ,

b̃t := (1 − ϕ (t))max {bt , gt (̃x)} + ϕ (t)max
{
gt

(
x0) + ρ, gt (̃x)

}
. (21)

Next we check, in three steps, that (18) holds.
Step 1 (̃c, b̃) ∈ G∗ (̃x). From (21) we observe that b̃t ≥ gt (̃x) for all t ∈ T ; i.e., x̃ ∈ F (̃b).

Moreover, we can prove that

b̃ti = max
{
gti

(
x0) + ρ, gti (̃x)

} = gti (̃x), for i = 1, . . . , n.

To see this, observe that

gtri

(
xr

) = brtri
≥ gtri

(
x0) + ρ, for i = 1, . . . , n and all r,

because, for each r , (cr , br ) ∈ G∗
V (x

r ) and, in particular, br ∈ W (see (6)). Then, letting
r → ∞ we get

gti (̃x) ≥ gti
(
x0) + ρ, i = 1, . . . , n.

In other words we have checked that ti ∈ Tb̃ (̃x), for all i, and (19) provides the KKT
optimality conditions yielding (̃c, b̃) ∈ G∗ (̃x).

Step 2 Next we prove that b̃ ∈ W and, hence, (̃c, b̃) ∈ G∗
V (̃x). Actually, from (21) we

have, for all t ,

b̃t ≥ (1 − ϕ (t)) bt + ϕ (t)
(
gt

(
x0) + ρ

) ≥ gt
(
x0) + ρ,

because b ∈ W .
Step 3 Finally we prove the other statement in (18); i.e., d((c, b), (̃c, b̃)) ≤ β. Since

‖cr − c‖ < α < β for every r , and then ‖̃c − c‖ ≤ β, we only have to prove
∥
∥b̃ − b

∥
∥∞ ≤ β.

For each t ∈ T we have
∣
∣̃bt − bt

∣
∣ ≤ (1 − ϕ (t)) |max {bt , gt (̃x)} − bt |

+ϕ (t) ∣∣max
{
gt

(
x0) + ρ, gt (̃x)

} − bt
∣
∣ . (22)

Now let us see that
|max {bt , gt (̃x)} − bt | ≤ α < β for all t ∈ T . (23)

To see this, fix t ∈ T in the non-trivial case gt (̃x) > bt . Then, we have gt (xr ) > bt for r
large enough. Thus,

brt ≥ gt
(
xr

)
> bt ,

and then,
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∣
∣gt

(
xr

) − bt
∣
∣ ≤ ∣

∣brt − bt
∣
∣ ≤ ∥

∥br − b
∥
∥∞ < α

(recall (17)). Letting r → ∞ we obtain (23).
In order to finally conclude that

∥
∥b̃ − b

∥
∥∞ ≤ β via (22), we only have to see that, for t in

the non-trivial case ϕ (t) > 0, we have
∣
∣max

{
gt

(
x0) + ρ, gt (̃x)

} − bt
∣
∣ < β.

If gt (̃x) ≥ gt
(
x0

) + ρ, the aimed inequality is a consequence of the fact that ϕ (t) > 0
(recall the definition of ϕ). Otherwise, we have

gt (̃x) < gt
(
x0) + ρ ≤ bt

(recall that b ∈ W), and then
∣
∣gt

(
x0) + ρ − bt

∣
∣ ≤ |gt (̃x)− bt | < β,

again due to ϕ (t) > 0. ��
Remark 1 In the finite case (T finite), the lower semicontinuity property of fc,b in the pre-
vious theorem is a consequence of (i) and [12, Prop 5.11(a)].

The following example shows that, roughly speaking, the set of parameters for which
some x ∈ R

n is optimal may shrink abruptly when perturbing x, i.e., the mapping G∗
V may

fail to be (Berge) lower semicontinuous. In fact, we also show that fc,b may fail to be upper
semicontinuous even at a point in which G∗ is metrically regular (and, then, SCQ holds at
the corresponding parameter).

Example 2 Consider the convex optimization problem, in R
2, endowed with the Euclidean

norm:
P(c, b) : Inf c1x1 + c2x2

s. t. |x1| − x2 ≤ b.

First we show that G∗ is metrically regular at the nominal point
(
x,

(
c, b

)) = (02, ((0, 1), 0))
∈ gph(G∗). In fact, the reader can easily check that

F∗(c, b) = {(0,−b)} , if ‖c − c‖ < 1√
2
,

and thus, F∗ is strongly by Lipschitz stable at
(
x,

(
c, b

))
and

regG∗ (
x | (

c, b
)) = lipF∗ (

c̄, b̄
) = 1,

according to (4).
Nevertheless, we show that, for V in (7), G∗

V is not lower semicontinuous at x and fc,b is
not upper semicontinuous at x. Take any ρ > 0 and x0 = (0, 2ρ). Then,

V = R
2 × [−ρ,+∞[,

according to (6) and (7). The reader can easily check that

G∗ (x1, x2) =

⎧
⎪⎪⎨

⎪⎪⎩

{((−α, α), x1 − x2) : α ≥ 0}, if x1 > 0;
{((α, α),−x1 − x2) : α ≥ 0}, if x1 < 0;
{((α1, α2),−x2) : α2 ≥ |α1|}, if x1 = 0.
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Therefore,

G∗
V (x1, x2) =

{G∗ (x1, x2), if |x1| − x2 ≥ −ρ;
∅ if |x1| − x2 < −ρ;

and, for any (c, b) ∈ R
2 × R such that ‖c − c‖ < 1/

√
2 and any x = (x1, x2) such that

|x1| − x2 ≥ −ρ, we have

fc,b(x) = d
(
(c, b),G∗

V

) = d
(
(c, b),G∗(x)

)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

max

{ |c1 + c2|√
2

, |x1 − x2 − b|
}
, if x1 > 0;

max

{ |c1 − c2|√
2

, |−x1 − x2 − b|
}
, if x1 < 0;

|−x2 − b| , if x1 = 0.

So, for instance, ((0, 1), 0) ∈ G∗
V (02) cannot be approached by any sequence {(cr , br )}

with (cr , br ) ∈ G∗
V (1/r, 0) and, therefore, neither G∗

V nor G∗ are lower semicontinuous at

x = 02 (both mappings coincide in a neighborhood of 02). Moreover, whenever
|c1 + c2|√

2
>

|−b| and ‖c − c‖ < 1/
√

2, we have

lim
x→02,
x1>0

fc,b(x) = |c1 + c2|√
2

> |−b| = fc,b (02),

and therefore fc,b is not upper semicontinuous at 02.

4 Regularity modulus of G∗

We start by observing that intersecting the images of G∗ with V has no influence on the
regularity modulus at the nominal point.

Proposition 3 Assume that G∗ is metrically regular at
(
x,

(
c, b

)) ∈ gph(G∗). Then G∗
V also

has this property and
regG∗

V

(
x | (

c, b
)) = regG∗ (

x | (
c, b

))
.

Proof Observe that
(G∗
V

)−1 = F∗|V , which is given by

F∗|V (c, b) =
{F∗(c, b), if (c, b) ∈ V

∅, otherwise.

So, since V is a neighborhood of
(
c, b

)
, the strong Lipschitz stability of F∗ at x (see

Sect. 1) yields

regG∗ (
x̄ | (

c̄, b̄
)) = lipF∗ (

c̄, b̄
) = lipF∗|V

(
c, b

) = regG∗
V

(
x | (

c, b
))
.

��
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Theorem 3 Assume that G∗ is metrically regular at
(
x,

(
c, b

)) ∈ gph (G∗), and take V as
defined in (7). For each (c, b) ∈ V , let fc,b be given by (16). Then we have

regG∗ (
x̄ | (c̄, b̄)) = lim sup

(z,c,b)→(x̄,c̄,b̄)
fc,b(z)>0

(∣∣∇fc,b
∣
∣ (z)

)−1

= lim sup
(z,c,b)→(x̄,c̄,b̄)

fc,b(z)>0

(
d∗(0n, ∂̂fc,b(z))

)−1

= lim sup
(z,c,b)→(x̄,c̄,b̄)

fc,b(z)>0

(

sup
y �=z

fc,b (z)− fc,b (y)

‖z− y‖

)−1

= lim sup
(z,c,b)→(x̄,c̄,b̄)
fc,b(z)↘0

(

sup
y �=z

fc,b (z)− fc,b (y)

‖z− y‖

)−1

.

Proof First of all, recall that the metric regularity assumption ensures that σ
(
b
)

satisfies
SCQ and, then, the existence of V as a neighborhood of

(
c, b

)
is guaranteed.

The first two equalities are consequences of Theorem 1, applied to G∗
V , together with

Proposition 3 and Theorem 2.
For (c, b) close enough to (c, b), we have fc,b(y) = 0 provided that F∗(c, b) = {y}.

Then, if fc,b (z) > 0, we can write

∣
∣∇fc,b

∣
∣ (z) ≤ sup

y �=z
fc,b (z)− fc,b (y)

‖z− y‖ ,

and consequently

regG∗ (
x̄ | (c̄, b̄)) ≥ lim sup

(z,c,b)→(x̄,c,b̄)
fc,b(z)>0

(

sup
y �=z

fc,b (z)− fc,b (y)

‖z− y‖

)−1

≥ lim sup
(z,c,b)→(x̄,c,b̄)
fc,b(z)↘0

(

sup
y �=z

fc,b (z)− fc,b (y)

‖z− y‖

)−1

=: κ.

So, we only have to prove (take Proposition 3 into account)

regG∗
V

(
x̄ | (c̄, b̄)) ≤ κ. (24)

According to Theorem 2(ii) the functions fc,b : R
n → R are lower semicontinuous for all

(c, b) ∈ V , whereas for some neighborhood V0 of (c̄, b̄), F∗ is single-valued and (Lipschitz)
continuous on V0.

For the sake of simplicity, given z ∈ R
n and (c, b) ∈ V , we set

�(z, c, b) := sup
y �=z

fc,b(z)− fc,b(y)

‖z− y‖ .

In order to prove (24) we proceed by contradiction and we assume the existence of ε > 0
such that regG∗

V

(
x̄ | (c̄, b̄)) > κ+ ε. From the definition of regularity modulus, there would

exist sequences xr → x̄ and (cr , br ) → (c̄, b̄) such that
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d(xr ,F∗(cr , br )) > (κ + ε) d((cr , br ),G∗
V (x

r )). (25)

Since (cr , br ) → (c̄, b̄) we can assume that {(cr , br )}r∈N ⊂ V ∩ V0 and, so, there will exist
a sequence {yr }r∈N such that F∗(cr , br ) = {yr }, r = 1, . . ., and yr → x. Then, (25) is
rewritten as

αr := ∥
∥xr − yr

∥
∥ > (κ + ε) fcr ,br (x

r ), r = 1, 2, . . . ; (26)

hence
fcr ,br (x

r ) < inf
Rn
fcr ,br + (κ + ε)−1 αr, r = 1, 2, . . . .

Applying Proposition 2 (remember Theorem 2), with the role of “ε” and “δ” in that prop-
osition being played by (κ + ε)−1 αr and (κ + ε)−1, respectively, there will exist zr ∈ R

n

such that ‖xr − zr‖ < αr (hence zr �= yr ), and

0 < fcr ,br (z
r ) ≤ fcr ,br (x

r ), (27)

at the same time that

fcr ,br (z
r ) < fcr ,br (y)+ (κ + ε)−1

∥
∥y − zr

∥
∥ , for all y ∈ R

n, y �= zr . (28)

The strict inequality in (27) comes from the fact that fcr ,br (x) = 0 if and only if (cr , br ) ∈
G∗
V (x) (here Theorem 2(i) applies to ensure that G∗(x)∩ V is closed); in other words, if and

only if (cr , br ) ∈ G∗(x) or, equivalently, if and only if x ∈ F∗(cr , br ).
Now combining (26) and (27),

0 < fcr ,br (z
r ) ≤ fcr ,br (x

r ) < (κ + ε)−1 αr, (29)

meanwhile (28) yields

fcr ,br (z
r )− fcr ,br (y)

‖zr − y‖ < (κ + ε)−1 , for all y ∈ R
n, y �= zr . (30)

Observe that {zr }r∈N converges to x, and fcr ,br (zr ) converges to 0 from (29), since both
{xr }r∈N and {yr }r∈N converge to x. Therefore, by (30),

(κ + ε)−1 ≥ �(zr , cr , br ) ≥ fcr ,br (z
r )− fcr ,br (y

r )

‖zr − yr‖ = fcr ,br (z
r )

‖zr − yr‖ > 0,

and so
κ + ε ≤ �(zr , cr , br )−1, r = 1, 2, . . . ,

which entails the contradiction

κ + ε ≤ lim sup
r→∞

�(zr , cr , br )−1 (31)

≤ lim sup
(z,c,b)→(x̄,c̄,b̄)
fc,b(z)↘0

(

sup
y �=z

fc,b (z)− fc,b (y)

‖z− y‖

)−1

= κ.
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